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(57) ABSTRACT

The present invention provides a method for recording pro-
grams, a multimedia system and a network side device. The
multimedia system includes a network side device and a
plurality of nodes, wherein the network side device is config-
ured to generate a recording task after receiving a recording
request, and send in advance the recording task to each node
in which a channel specified in the recording task is stored,
and the nodes are configured to record a program on the
channel specified in the recording task after receiving the
recording task, and return recording result information to the
network side device. According to the recording method of
the present invention, when the recording is failed, inter-node
mutual reconstruction and complementary recording can be
performed, which greatly decreases the possibility of failure
in the recording of the program, and provides the quality of
service of more fluent TVOD for users.

9 Claims, 5 Drawing Sheets
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METHOD, MULTIMEDIA SYSTEM AND
NETWORK SIDE DEVICE FOR RECORDING
PROGRAM

TECHNICAL FIELD

The present invention relates to the field of multimedia
services, such as Internet Protocol Television (IPTV), mobile
TV, mobile streaming media, etc., and in particular, to a
method for recording a program, a multimedia system and a
network side device in which very high success rate is
required to record programs of video and voice in a multi-
node deployment network.

BACKGROUND OF THE RELATED ART

IPTV services are wideband value-added services which
provide an interactive TV experience and multimedia service
for users by connecting a set top box (STB) to a wideband
network and using a computer or a TV set as a display termi-
nal. An IPTV system can provide Video on Demand (VOD),
Live TV, Time-shifted TV (TSTV) and TV on Demand
(TVOD). The IPTV system is a multi-node architecture. In
order to equalize concurrent streams generated when users
watch TV, logical nodes are set to manage conceptually areas
and are responsible for services in the areas, and master and
backup agent servers, magnetic arrays, several blades able to
provide service functions are configured under the nodes.
Pathways are established in a central node in the IPTV sys-
tem, and are then relayed to other edge nodes.

Live TV, also called as live service, is one of the basic
service forms for IPTV services. Live TV is realized based on
live channels. For users, like conventional channel TV, chan-
nel switch and channel selection, the live TV is realized in the
form of screen menu, which enriches television channels
watched by the users. For operators, the live TV is an efficient
means for attracting conventional TV users, and its operation
key lies in channel features. From the perspective of technical
realization, the live TV generally transmits TV program
information over IP networks using the Internet Protocol (IP)
multicast technique.

TSTV is in a media playing mode in which users can be
liberated from conventional program schedules such that the
users can perform operations such as pause and backward of
live TV programs while watching the programs and fast for-
ward to the moment when the current live TV is played, which
subverts the original way of watching TV and brings viewers
completely new television experience.

TVOD, which is an extension of the TSTV, makes a seg-
ment of program on the live channel into a recorded program
for displaying in an electronic program list such that users can
demand missed wonderful programs ad libitum and choose
programs a few days ago. Thus the IPTV becomes real “my
TV?”, gets rid of constraint of time, and complies with faster
and faster life rhythm of modern people.

The success rate of recording a program (for example,
TVOD) is currently high, but failure also exists. For carrier-
class operation requirements, failure of recording a program
is unacceptable except the problem of channel itself or
improper production of the recorded program itself. Exclud-
ing serious faults, such as power down, manually stopping of
aserverof an IPTV system or streaming media blade services,
or no signal on a channel, in normal operation of the IPTV
system, programs are required to be ensure recorded success-
fully as much as possible in the following conditions without
affecting services: switching between master and backup
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2

servers in a short time or network failure in a short time occurs
in some of nodes due to too high drop out code rate of the
channel.

SUMMARY OF THE PRESENT INVENTION

Thetechnical problem to be solved by the present invention
is to provide a method for recording a program with a very
high success rate, a multimedia system and a network side
device such that in the case of failure of the recording, inter-
node mutual reconstruction and complementary recording of
the program can be performed, thereby decreasing greatly the
possibility of failure in recording the program, and providing
users with the quality of service of more fluent TVOD.

In order to solve the above technical problem, the present
invention provides a method for recording a program, applied
to a multimedia system of a multi-node architecture compris-
ing a network side device, the method comprising:

the network side device generating a recording task after
receiving a recording request, and sending in advance the
recording task to each node in which a channel specified in the
recording task is stored; and

the node recording a program on the channel specified in
the recording task after receiving the recording task, and
returning recording result information to the network side
device.

The method further comprises:

when the node records the program, the network side
device checking periodically the recording result information
returned from each node, and checking whether there is a
node in which time shift configuration for temporary storage
of programs is set for the channel if the recording result
information is found to be recording failure information, and
if yes, sending an complementary recording task to the node
in which the time shift configuration for temporary storage of
the programs is set for the channel; and

after receiving the complementary recording task, the node
in which the time shift configuration for temporary storage of
the programs is set for the channel determining whether a
time period of the program which is recorded unsuccessfully
is within a time range of the programs temporarily stored by
the time shift configuration in the node, if yes, extracting a
program having the same time period as the time period of the
program which is recorded unsuccessfully from the programs
temporarily stored in the node as its recorded program, and
then returning recording success information to the network
side device.

The method further comprises:

when the node records the program, the network side
device checking periodically the recording result information
returned from each node, and sending a scheduling task to a
node in which the recording of the program is failed if the
recording result information is found to be recording failure
information; and

after receiving the scheduling task, the node in which the
recording ofthe program is failed as a destination node sched-
uling a program from a node in which the recording of the
program is successful as a source node as its recorded pro-
gram, and returning recording success information to the
network side device.

The multimedia system is a multilevel node architecture
comprising a first level node, second level nodes and third
level nodes, the first level node is connected to a plurality of
second level nodes, and each second level node is connected
to a plurality of third level nodes.

The step of the network side device sending the scheduling
task to the node in which the recording of the program is
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failed if the recording result information is found to be the
recording failure information comprises:

the network side device firstly determining whether the
program is recorded successfully in the first level node in the
recording task;

if the program is not recorded successfully in the first level
node, selecting a second level node in which the recording of
the program is successful as a source node to generate a
scheduling task to schedule programs from the first level
node, and send the scheduling task to the first level node; if the
program is not recorded successfully in the second level node,
selecting a third level node in which the recording of the
program is successful as a source node to generate a sched-
uling task to schedule programs from the first level node, and
sending the scheduling task to the first level node;

if the program is recorded successfully in the first level
node, further determining whether the program is recorded
successfully in a second level node in the recording task; if
not, selecting the first level node as a source node to generate
a scheduling task to schedule programs from the second level
node, and sending the scheduling task to the second level
node; and

if the program is recorded successfully in the second level
node in the recording task, determining whether the program
is recorded successfully in a third level node in the recording
task; if not, selecting a second level node connected to the
third level node as a source node to generate a scheduling task
to schedule programs from the third level node, and sending
the scheduling task to the third level node.

After the destination node receives the scheduling task, the
method further comprises:

determining whether a program which is the same as a
program to be scheduled specified in the scheduling task is
stored in the node and whether size error of the programs is
within an allowable range, and if yes, returning scheduling
success information to the network side device.

After each node receives the recording task, the method
further comprises:

the node inserting the received recording task after a
recording task in a local recording task queue whose starting
time of a time period is earlier than starting time of a time
period of the received recording task and has a minimum time
interval from the starting time of the time period of the
received recording task.

The present invention further provides a multimedia sys-
tem comprising a network side device and a plurality of
nodes, wherein

the network side device is configured to generate a record-
ing task after receiving a recording request, and send in
advance the recording task to each node in which a channel
specified in the recording task is stored; and

the nodes are configured to record a program on the chan-
nel specified in the recording task after receiving the record-
ing task, and return recording result information to the net-
work side device.

The network side device is further configured to, when
each node records the program, check periodically the record-
ing result information returned from the node, and check
whether there is a node in which time shift configuration for
temporary storage of programs is set for the channel if the
recording result information is found to be recording failure
information, and if yes, send an complementary recording
task to the node in which the time shift configuration for
temporary storage of the programs is set for the channel.

The node in which the time shift configuration for tempo-
rary storage of the programs is set for the channel is further
configured to, after receiving the complementary recording
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task, determine whether a time period of the program which is
recorded unsuccessfully is within a time range of the pro-
grams temporarily stored by the time shift configuration in
the node, if yes, extract a program having the same time
period as the time period of the program which is recorded
unsuccessfully from the programs temporarily stored in the
node as its recorded program, and then return recording suc-
cess information to the network side device.

The network side device is further configured to, when the
node records the program, check periodically the recording
result information returned from each node, and send a sched-
uling task to a node in which the recording of the program is
failed if the recording result information is found to be record-
ing failure information.

The node in which the recording of the program is failed is
further configured to, after receiving the scheduling task,
schedule a program from a node in which the recording of the
program is successful as its recorded program, and return
recording success information to the network side device.

The multimedia system is a multilevel node architecture
comprising a first level node, second level nodes and third
level nodes, the first level node is connected to a plurality of
second level nodes, and each second level node is connected
to a plurality of third level nodes.

The network side device is configured to, if the recording
result information is found to be the recording failure infor-
mation, send the scheduling task to the node in which the
recording of the program is failed by:

firstly determining whether the program is recorded suc-
cessfully in the first level node in the recording task;

if the program is not recorded successfully in the first level
node, selecting a second level node in which the recording of
the program is successful as a source node to generate a
scheduling task to schedule programs from the first level
node, and send the scheduling task to the first level node; if the
program is not recorded successfully in the second level node,
selecting a third level node in which the recording of the
program is successful as a source node to generate a sched-
uling task to schedule programs from the first level node, and
sending the scheduling task to the first level node;

if the program is recorded successfully in the first level
node, further determining whether the program is recorded
successfully in a second level node in the recording task; if
not, selecting the first level node as a source node to generate
a scheduling task to schedule programs from the second level
node, and sending the scheduling task to the second level
node; and

if the program is recorded successfully in the second level
node in the recording task, determining whether the program
is recorded successfully in a third level node in the recording
task; if not, selecting a second level node connected to the
third level node as a source node to generate a scheduling task
to schedule programs from the third level node, and sending
the scheduling task to the third level node.

The network side device is a content management engine,
and each node comprises a media control unit and a plurality
of streaming servers controlled by the media control unit.

The media control unit is configured to send the recording
task to the streaming servers storing the channel specified in
the recording task after receiving the recording task sent by
the content management engine, and send the recording result
information sent from the streaming servers to the content
management engine after receiving the recording result infor-
mation.

The streaming servers storing the channel specified in the
recording task are configured to record the program on the
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channel specified in the recording task after receiving the
recording task, and return the recording result information to
the media control unit.

The media control unit is further configured to send the
recording task to a streaming server with a minimum load if
there are more than two controlled streaming servers storing
the channel specified in the recording task.

The present invention further provides a network side
device configured to generate a recording task after receiving
a recording request, send in advance the recording task to
each node in which a channel specified in the recording task
is stored, and receive recording result information returned to
the network side device after the node records a program on
the channel specified in the recording task after receiving the
recording task.

The network side device is further configured to, when
each node records the program, check periodically the record-
ing result information returned from the node, and check
whether there is a node in which time shift configuration for
temporary storage of programs is set for the channel if the
recording result information is found to be recording failure
information, and if yes, send an complementary recording
task to the node in which the time shift configuration for
temporary storage of the programs is set for the channel, and
receiving recording success information returned to the node
in which the time shift configuration for temporary storage of
the programs is set for the channel.

After receiving the complementary recording task, the
node in which the time shift configuration for temporary
storage of the programs is set for the channel determines
whether a time period of the program which is recorded
unsuccessfully is within a time range of the programs tempo-
rarily stored by the time shift configuration in the node, if yes,
extract a program having the same time period as the time
period of the program which is recorded unsuccessfully from
the programs temporarily stored in the node as its recorded
program, and then return recording success information to the
network side device.

The network side device is further configured to, when the
node records the program, check periodically the recording
result information returned from each node, and send a sched-
uling task to a node in which the recording of the program is
failed if the recording result information is found to be record-
ing failure information, and receive scheduling success infor-
mation returned by the node in which the recording of the
program is failed.

The scheduling success information returned to the net-
work side device after the node in which the recording of the
program is failed receives the scheduling task to schedule a
program from a node in which the recording of the program is
successful as its recorded program.

The network side device is applied to a multimedia system,
the multimedia system is a multilevel node architecture com-
prising a first level node, second level nodes and third level
nodes, the first level node is connected to a plurality of second
level nodes, and each second level node is connected to a
plurality of third level nodes.

The network side device is configured to, if the recording
result information is found to be the recording failure infor-
mation, send the scheduling task to the node in which the
recording of the program is failed by:

firstly determining whether the program is recorded suc-
cessfully in the first level node in the recording task;

if the program is not recorded successfully in the first level
node, selecting a second level node in which the recording of
the program is successful as a source node to generate a
scheduling task to schedule programs from the first level
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node, and send the scheduling task to the first level node; if the
program is not recorded successfully in the second level node,
selecting a third level node in which the recording of the
program is successful as a source node to generate a sched-
uling task to schedule programs from the first level node, and
sending the scheduling task to the first level node;

if the program is recorded successfully in the first level
node, further determining whether the program is recorded
successfully in a second level node in the recording task; if
not, selecting the first level node as a source node to generate
a scheduling task to schedule programs from the second level
node, and sending the scheduling task to the second level
node; and

if the program is recorded successfully in the second level
node in the recording task, determining whether the program
is recorded successfully in a third level node in the recording
task; if not, selecting a second level node connected to the
third level node as a source node to generate a scheduling task
to schedule programs from the third level node, and sending
the scheduling task to the third level node.

The network side device is a content management engine.

In conclusion, the present invention provides a method for
recording a program, a multimedia system and a network side
device. In the recording method according to an embodiment
of'the present invention, the recording of the program may be
failed in some of the nodes for a certain reason, while the
recording of the program is successful in the other nodes so as
to realize inter-node automatic mutual reconstruction of the
recorded program. Before and after the process in which a
core module—the content management engine—of'the IPTV
system performs switching between master and backup serv-
ers or a server of the content management engine is restarted
or upgraded in half an hour and then is started to operate, the
current task of recording TVOD is almost not influenced and
reaches a very high success rate of recording. After the pro-
cess in which a media control unit of each node of the IPTV
system performs switching between master and backup serv-
ers or the server of the media control unit is restarted or
upgraded in a long time and is started to operate, a streaming
server to which the media control unit belongs can be pre-
vented from losing the TVOD significantly. The IPTV system
usually has a plurality of streaming servers under control of
the media control unit, including a streaming server respon-
sible for coding and decoding of channels. If the streaming
server responsible for coding and decoding of the channels
does not work, although other streaming servers can be
switched to, the switching causes directly the TVOD not to be
recorded during the switching. However, the method for
recording the program according to the present invention can
ensure that the TVOD also exists in other streaming servers
under the control of the media control unit, and thus services
demanded by users will not be influenced. In addition, when
the record of the TVOD is failed or missed in the IPTV
system, the recording of the TVOD may be completed
complementarily in an allowable range of the length of time
shift of the channel, which is flexible and convenient and
greatly improves the performance service of the IPTV sys-
tem.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a schematic diagram of a multimedia system
according to an embodiment of the present invention;

FIG. 2 is a flowchart of a method for recording a program
according to an embodiment of the present invention;
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FIG. 3 is a flowchart of a method for reconstructing pro-
gram which is not recorded successfully according to an
embodiment of the present invention;

FIG. 4 is a schematic diagram of performing scheduling
and reconstruction of TVOD in a center node of an IPTV
system according to an embodiment of the present invention;

FIG. 5 is a schematic diagram of performing scheduling
and reconstruction of TVOD in edge nodes of an IPTV system
according to an embodiment of the present invention;

FIG. 6 is a flowchart of a procedure of performing mutual
reconstruction of TVOD in an IPTV system according to an
embodiment of the present invention; and

FIG. 7 is a flowchart of a procedure of performing comple-
mentary recording of TVOD in an IPTV system according to
an embodiment of the present invention.

PREFERRED EMBODIMENTS OF THE
INVENTION

The technical scheme of the present invention will be
described below in more detail in conjunction with the
accompanying drawings and embodiments.

FIG. 1 is a schematic diagram of a multimedia system
according to an embodiment of the present invention. The
multimedia system according to the embodiment may be an
IPTV system, a mobile TV system or mobile streaming
media. As shown in FIG. 1, the multimedia system according
to the embodiment comprises a network side device and a
plurality of nodes. The network side device in the embodi-
ment may be a Content Management Engine (CME), and
each node comprises a Media Control Unit (MCU) and a
plurality of Streaming Servers (SSs). One content manage-
ment engine may manage a plurality of media control units,
and one media control unit may control a plurality of stream-
ing servers.

The media control unit selected by the content manage-
ment engine when sending a recording request satisfies first a
condition that a streaming server controlled by the media
control unit stores a channel of a program to be recorded, and
the media control unit can be further selected according to a
load balance strategy. For example, presently under a media
control unit, one channel is served on only one streaming
server, or one channel may be considered to be served on a
plurality of (more than two) streaming servers, each of which
reporting periodically its performance status, such as CPU
usage, concurrent streams demanded by users. Then accord-
ing to the performance status, a streaming server with the
highest remaining service ability value is obtained by a
weighing method, that is, a streaming server with a minimum
load is selected to complete services demanded by the chan-
nel to process the recording task. Similarly, when the media
control unit sends the recording task, it selects a streaming
server storing the channel of the program to be recorded, and
the streaming server can further be selected according to the
load balance strategy.

In view of decreasing as much as possible the influence of
restart of a server of the content management engine or a
server of the media control unit in a short time or of switching
between master and backup servers on the recording task, the
content management engine sends the recording task to the
media control units of the nodes a certain time (for example,
one day) in advance in an order of time at which the recording
task starts.

The media control unit sends the recording task to the
streaming server storing the channel to be recorded specified
in the recording task. The streaming server is responsible for
coding and decoding of the channels, and recording the pro-
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gram in real time. The streaming server records the program
on the channel specified in the recording task after receiving
the recording task, and then returns recording result informa-
tion to the media control unit, which then returns the record-
ing result information to the content management engine. The
successfully recorded program is stored under a directory
corresponding to the recorded program in a separate file.
When the recording of the program is failed in some of the
nodes, the program is reconstructed mutually between the
nodes; when the recording of the program is failed in all of the
nodes, complementary recording of the programs is tried
again.

The content management engine checks periodically the
recording result information returned from each node when
the program is recorded in the node. If some of the nodes are
found to return the recording failure information, the content
management engine sends a scheduling task to a media con-
trol unit of a node in which the recording of the program is
failed. After receiving the scheduling task, the media control
unit of the node in which the recording of the program is
failed schedules a successtully recorded program from a
media control unit of a node in which the recording of the
program is successful as its recorded program, and returns
scheduling success information to the content management
engine.

In addition, the content management engine checks peri-
odically the recording result information returned from each
node when the program is recorded in the node. If all of the
nodes are found to return the recording failure information, it
is indicated that significant project failure such as network
interruption or cutoft of media streams of the channel most
probably occurs, and the system should give an alert such that
operators can know and resolve such a situation in time. Next,
the content management engine checks whether there is a
node in which time shift configuration for temporary storage
of'the program is set for the channel to be recorded, if not, the
recorded program can not be reconstructed and is directly
determined to be failure; if yes, an complementary recording
task is sent to a media control unit of the node in which the
time shift configuration for temporary storage of the program
is set for the channel needing to be recorded. After receiving
the complementary recording task, the media control unit of
the node sends the complementary recording task to a stream-
ing server in which time shift configuration for temporary
storage of the program is set for the channel to be recorded,
and then the streaming server determines whether a time
period of the program which is recorded unsuccessfully is
within a time range of programs temporarily stored by the
time shift configuration, if'yes, a program with the same time
period as the time period of the program which is recorded
unsuccessfully is extracted from the programs temporarily
stored in the streaming server as the recorded program, and
then complementary recording success information is
returned to the media control unit, otherwise, complementary
recording failure information is returned to the media control
unit.

Any device in the multimedia system in accordance with
the embodiment is independent, i.e. failure in one device will
not influence other devices. Moreover, the multimedia system
according to the embodiment is a multi-node architecture,
and when a program fails to be recorded in one node, it may
be recorded successfully in other nodes. When there are more
than three nodes, the possibility of recording of one program
being failed in all the nodes is far lower than one ten-thou-
sandth, thus increasing greatly the success rate of recording
the program.
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A method for recording a program according to the present
invention will be described below in detail by taking an IPTV
system as an example.

The IPTV system comprises a network side device, such as
a content management engine, and a plurality of nodes, each
of which comprising a media control unit and a plurality of
streaming servers. The IPTV system is a multilevel node
architecture. In the embodiment, after receiving a recording
request, the content management engine of the IPTV system
generates a recording task for TVOD and sends the recording
task to each media control unit in advance, and then the media
controlunits ofthe IPTV system send the recording task to the
streaming servers to record the TVOD. The content manage-
ment engine checks periodically the TVOD which fails to be
recorded, and performs inter-node mutual reconstruction
according to a certain strategy if the recording of the TVOD is
successful in some of the nodes and the recording of the
TVOD is failed in the other nodes; if the recording of the
TVOD is failed in all of the nodes, the complementary record-
ing is performed on each node.

FIG. 2 is a flowchart of a method for recording a program
according to an embodiment of the present invention. As
shown in FIG. 2, the method for recording the program
according to the embodiment comprises the following steps.

In step 201, a content management engine receives a
recording request.

The recording request may be sent to the content manage-
ment engine from an external system, such as IPTV service
management system or user set top box (STB), etc. The
recording request should contain information of programs to
be recorded, for example, the recording request sent from the
IPTV service management system contains a time schedule
of programs to be recorded. In the embodiment, the time
schedule of programs is represented by starting time and
ending time, but there is no limitation to the representation
mode of such information in the present invention.

The recording request may also contain information for
deleting the recording task. After receiving such a recording
request, the content management engine deletes the recording
task if the recording task is still in the local recording task
queue and notifies the media control unit, which deletes the
recording task if the recording task is still in its local record-
ing task queue after receiving the notification.

The recording request may also contain information for
modifying the recording task. After receiving such a record-
ing request, the content management engine modifies the
recording task if the recording task is still in the local record-
ing task queue and notifies the media control unit, which
modifies the recording task if the recording task is still in its
local recording task queue after receiving the notification.

In step 202, the content management engine preprocesses
the recording request, transforms the qualified recording
request into a recording task, and then adds the recording task
to a recording task table of the content management engine.

The recording task contains information, such as TVOD
identity (ID), time shift channel ID, TVOD starting time,
TVOD ending time and TVOD name. After determining that
the recording request is qualified, the content management
engine may return to a sending party of the recording request
a response indicating that the recording request has been
accepted.

Determining that the recording request is qualified may
comprise checking a channel in the recording request and a
time period of the TVOD. The content management engine
determines whether the channel of the TVOD to be recorded
has been configured in the streaming server. The recording
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starting time must be a few minutes in advance, and recording
duration is usually within 4 hours.

In step 203, the content management engine sends the
recording task to the media control unit.

One content management engine may manage a plurality
of' media control units, and one media control unit may con-
trol a plurality of streaming servers. A media control unit
selected by the content management engine when sending the
recording request satisfies first a condition that the channel of
the TVOD to be recorded is stored in a streaming server
controlled by the media control unit, and the media control
unit can be further selected according to a load balance strat-
egy. Similarly, a streaming server selected by the media con-
trol unit when sending the recording task should store the
channel of the TVOD to be recorded, and the streaming server
can be further selected according to the load balance strategy.

In view of decreasing as much as possible the influence of
restart of a server of the content management engine or a
server of the media control unit in a short time or of switching
between master and backup servers on the recording task, the
content management engine sends the recording task to a
master server of the media control unit a certain time (for
example, one day) in advance in an order of time at which the
recording task starts. Normally, only the master server of the
media control unit provides service. When failures occur in
the content management engine, the media control unit may
send the received recording task to the streaming server as
usual, thus, the streaming server may record the TVOD nor-
mally according to the recording task; when failures occur in
the master server of the media control unit, other server of the
media control unit are quickly switched to act as a master
server, and meanwhile the task of recording the TVOD is
synchronized to the recording task queue stored in the node.

In step 204, the media control unit maintains the recording
task queue of the node, inserts the recording task into the
recording task queue of the node, and updates a task index
table of the recording task queue of the node.

Inthe embodiment, when the recording task is inserted, the
recording task is inserted after a recording task whose starting
time of a time period is earlier than starting time of a time
period of the recording task and which has a minimum time
interval from the starting time of the time period of the record-
ing task such that recording tasks in the local recording task
queue are arranged sequentially in an order of starting time of
the TVOD to facilitate selection of a recording task early than
the current time. The media control unit updates the task
index table whenever a new recording task is inserted so as to
maintain the status of the local recording task.

In step 205, the media control unit returns a response to the
recording request to the content management engine after the
recording task is inserted into the local recording task queue
successfully.

In step 206, the media control unit extracts periodically the
recording task with starting time being about to arrive (for
example, about 2 seconds in advance) from the local record-
ing task queue to send to the streaming server.

In step 207, the streaming server returns the response to the
recording request to the media control unit immediately upon
receiving the recording task.

In step 208, the streaming server processes the received
recording task, determines whether the streaming server has
stored the channel of the TVOD to be recorded, and whether
recording starting time and ending time are correct (i.e. both
the recording starting time and ending time should be later
than the current time), and if'yes, records the program in real
time; otherwise, returns directly recording failure informa-
tion to the media control unit.
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In step 209, the streaming server sends to the media control
unit recording result information, and reports the recording
result, wherein the recording result information contains
recording success information or recording failure informa-
tion (including error information).

In step 210, after receiving the recording result informa-
tion, the media control unit sends to the content management
engine the recording result information, and reports periodi-
cally the execution result of the recording task until a
acknowledge response of the content management engine is
received.

In step 211, if the recording result information received by
the content management engine is the recording success
information, the recording task is marked as a success status,
and then a piece of record (including full path information of
the accessible files when the TVOD is demanded) is stored in
a TVOD table of a data base, and then a response to the
recording result is sent to the media control unit to confirm
that the recording result information has been successfully
processed.

If the recording result information received by the content
management engine is the recording failure information, the
recording task is marked as a failure status, or if the recording
result information has not been received from the media con-
trol unit over a certain time period (for example, 5 minutes)
after the recording ending time of the recording task, the
recording task is marked as a failure status by the content
management engine.

Serious failure of the IPTV system, such as longtime power
down of the content management engine or failure of media
streams input to channels of the IPTV system, allows failure
of recording the TVOD. In addition, in normal operation of
the IPTV system, success of services of recording a program
is required to be ensured as much as possible in the case that
the content management engine is allowed to be restarted or
upgraded in a short time (for example, half an hour) and the
media control units or streaming servers are upgraded in
sequence. In order to further ensure the success of recording
of'the TVOD, after step 211, the content management engine
checks periodically the recording result information sent by
the media control unit, and performs inter-node mutual recon-
struction according to a certain strategy if the recording of the
TVOD is successful in some of the nodes and the recording of
the TVOD is failed in the other nodes; if the recording of the
TVOD is failed in all the nodes, complementary recording is
performed on each node.

The content management engine checks periodically (for
example, every 2 minutes) and processes the recording task
that the recording of the TVOD is failed in the IPTV system.
The IPTV system in the embodiment is described by taking a
three level node architecture system as an example. The IPTV
system may be extended to a multilevel node architecture
system. For ease of description, the first level node is repre-
sented as a center node, second level nodes are represented as
area center nodes, and third level nodes are represented as
edge nodes. Firstly, the content management engine deter-
mines whether the TVOD is successfully recorded in the
center node, if not, schedules the TVOD from other nodes to
the center node, and the priority order of scheduling is shown
in FIG. 4; ifthe recording task is successful in the center node,
and the recording task of the other nodes is failed, the TVOD
is scheduled hierarchically to these nodes and the order of the
scheduling procedure is as shown in FIG. 5.

After step 210, the content management engine checks
periodically whether there is the TVOD in the center node, if
yes, the content management engine may return a recording
response to a sending party of the recording request, and
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report the execution result (success) of the recording task; if
there is no TVOD in the center node all the while until the
recording task is overtime (for example, 2 hours), the content
management engine may return a recording response to the
sending party of the recording request, and report the execu-
tion result (failure) of the recording task. The determination
whether there is the TVOD in the center node is made, in order
to maintain the consistence of TVOD data in the IPTV sys-
tem. All contents must be sent to the center node to ensure
programs that can be demanded by users can be accessed
normally. For example, when a user under an edge node
demands a program, if the program is not hit in the node to
which the user belongs, the program can be redirected to other
nodes (at least there is the program in the center node) to
ensure services.

FIG. 3 is a flowchart of a method for reconstructing a
program which is recorded unsuccessfully according to an
embodiment of the present invention. As shown in FIG. 3, a
basic work procedure of the method for reconstructing a
program which is recorded unsuccessfully in each period
comprises the following steps.

In step 301, a content management engine detects a record-
ing task that the recording of the TVOD is fails in the IPTV
system, wherein identifiers of recording tasks in the same
time period on the same channel are the same.

In step 302, the failed TVOD recording task is determined
to find whether the recording of the TVOD is failed in all
nodes; if the recording is failed in some of the nodes, and the
recording is successful in the other nodes, then the step 303 is
performed; if the recording is failed in all the nodes, the step
304 is performed.

In step 303, an inter-node mutual reconstruction procedure
is performed.

The inter-node mutual reconstruction procedure in the
embodiment will be described below.

The content management engine firstly determines
whether the recording of the TVOD is successfully in the
center node in the recording task, if not, area center nodes in
which the recording of the TVOD is successful are preferen-
tially selected. If the recording is failed in the area center
nodes, edge nodes in which the recording of the TVOD is
successful are selected to generate a task to schedule the
TVOD to the center node, and then reconstruction of the
recording is performed.

Then, it is determined whether the recording of the TVOD
is successful in the area center nodes in the recording task, if
not, a task is generated to schedule the TVOD from the center
node to the area center nodes and then reconstruction of the
recording is performed.

Finally, it is determined whether the recording of the
TVOD is successful in the edge nodes in the recording task, if
not, a task is generated to schedule the TVOD from the area
center nodes to which the edge nodes belong, and then recon-
struction of the recording is performed.

In step 304, at this point the recording of the TVOD is failed
in all the nodes, it is checked whether the TVOD meets a
complementary recording condition, and if yes, the step 305
is performed, otherwise, the TVOD is not processed.

The complementary recording condition is that time shift
configuration has been set for the channel of the TVOD in the
streaming server, and the configured time shift content con-
tains the TVOD in a time period in which the TVOD is not
recorded.

In step 305, a complementary recording procedure is per-
formed.

Therelation of scheduling from one node A to another node
B is called as a scheduling task of the TVOD in the embodi-
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ment. Node A is called as a source node, and node B is called
as a destination node. Scheduling ways may be File Transfer
Protocol (FTP), HyperText Transfer Protocol (HTTP) or Real
Time Streaming Protocol (RTSP), etc. FTP download is taken
as an example of the scheduling ways in the embodiment.
When the content management engine needs the scheduling
of the TVOD, FTP download information, which includes IP
address, port number, user name and password, of a streaming
server of the source node is firstly selected, and then is used as
a scheduling task in combination with TVOD information of
the source node, including TVOD identifier, file name and full
path of the TVOD. Thereafter, the content management
engine processes these scheduling tasks periodically, and
identifies the original recording task as a success status after
the TVOD has been scheduled in the destination node.

A basic work procedure in which the content management
engine processes periodically scheduling tasks in the embodi-
ment is shown in FIG. 6 and comprises the following steps.

In step 601, a content management engine sends a sched-
uling content request of TVOD to a media control unit, while
sending a scheduling task to the media control unit.

In step 602, the media control unit maintains a local sched-
uling task queue and inserts the scheduling task into the local
scheduling task queue.

In step 603, after receiving the scheduling request, the
media control unit returns a response to the scheduling con-
tent request to the content management engine.

In step 604, the media control unit selects N (for example,
10) scheduling tasks from the scheduling task queue in each
period, and sends the scheduling content request to a stream-
ing server of an IPTV system.

In step 605, when receiving the scheduling request of the
TVOD, the streaming server returns a response to the sched-
uling content request to the media control unit.

In step 606, after receiving the scheduling request of the
TVOD, the streaming server processes copies of the actual
TVOD. Firstly, the streaming server determines whether a
TVOD file exists under the original TVOD directory, if it
exists and the size error between the TVOD file and a TVOD
to be recorded is within an allowable range (for example, 2%),
it is determined that the TVOD file has already existed, and
the scheduling result information of success may be directly
returned; otherwise, the TVOD file is firstly removed, and
then the TVOD is scheduled from a streaming server of the
source node to a streaming server of the destination node.

In step 607, after performing the scheduling task of the
TVOD, the streaming server sends scheduling result informa-
tion to the media control unit to return the execution result of
the scheduling task.

In step 608, after receiving the scheduling result informa-
tion, the media control unit sends the scheduling result infor-
mation to the content management engine to report the execu-
tion result of the scheduling task.

Inabove steps 607 and 608, the execution result may be that
the scheduling is successful or the scheduling is failed. If the
scheduling is successful, the execution result contains file
path information and identifier information (for example, file
name) of the TVOD file, and may also contain other attribute
information of the TVOD file, such as size, name, etc.

Instep 609, if the scheduling result information received by
the content management engine is scheduling success infor-
mation, the content management engine sends a response to
the scheduling content result to the media control unit to
confirm that the scheduling result message has been success-
fully processed, and then the content management engine
marks the recording task of the TVOD corresponding to the
scheduling task as a success status.

30

35

40

45

50

55

60

65

14

Ifthe scheduling result information received by the content
management engine is scheduling failure information, the
content management engine marks the recording task of the
TVOD corresponding to the scheduling task as a failure sta-
tus.

Thereafter, the content management engine checks peri-
odically the failed task of recording the TVOD, and deter-
mines whether to perform a TVOD mutual reconstruction
method.

If the TVOD is not recorded successfully in all the nodes,
it is very possible that the content management engine can not
send recording tasks to the media control units of each node
successfully due to its restarting or upgrading at a certain
moment. At this point, the content management engine ini-
tiates complementary recording processing. The premise of
the complementary recording is that time shift configuration
is required to be set for channels to be recorded in the stream-
ing server, and the configured time shift content contains the
TVOD in a time period in which the TVOD is not recorded.
The TVOD is duplicated from the time shift content, which is
called as complementary recording.

When the recording of the TVOD is failed in all the nodes,
the content management engine determines in which nodes
time shift channels have been configured, and sends a
complementary recording task to the nodes in which time
shift channels have been configured. The recording task of
these nodes is marked as a complementary recording status,
and the recording task of the other nodes is directly marked as
complementary recording failure. When the complementary
recording is successful, the original recording task is marked
as a success status, and if not in all nodes record the recording
of the TVOD is successful, an intra-node mutual reconstruc-
tion procedure for the TVOD is performed.

A basic work procedure of complementary recording
reconstruction in the embodiment is shown in FIG. 7 and
comprises the following steps.

In step 701, a content management engine sends a comple-
mentary recording request to a media control unit, while
sending a complementary recording task to the media control
unit.

In step 702, after receiving the complementary recording
request, the media control unit returns a response to the
complementary recording request to the content management
engine.

In step 703, after assembling complementary task informa-
tion in the complementary recording request, the media con-
trol unit sends the complementary recording request and
complementary recording task to a streaming server of an
IPTV system.

In step 704, after receiving the complementary request for
the TVOD, the streaming server determines whether there is
a recorded program required to be recorded complementally
in the locally stored recording content of TSTV; and if yes,
duplicates the recorded program and creates a TVOD file.

If there is no segment of program required to be recorded
complementally in the recorded content of the TSTV, the
complementary recording is failed.

In step 705, after performing the complementary recording
request for the TVOD, the streaming server sends comple-
mentary recording result information to the media control
unit to return the execution result of the complementary
recording task.

In step 706, after receiving the complementary response,
the media control unit sends the complementary recording
result information to the content management engine to
report the execution result of the complementary recording
task.
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In the above two steps, the execution result may be that the
complementary recording is successful, or the complemen-
tary recording is failed. If the complementary recording is
successful, the execution result includes file path information
and identifier information (for example, file name) of the
TVOD file, and may also include other attribute information
of the TVOD file, such as size, name, etc.

In step 707, if the complementary recording result infor-
mation received by the content management engine is
complementary recording success information, the content
management engine sends a response to the complementary
recording result to the media control unit to confirm that the
complementary recording result message has been success-
fully processed, and then the content management engine
marks the task of recording the TVOD in a complementary
recording status as a success state; if the complementary
recording result information received by the content manage-
ment engine is complementary recording failure information,
the content management engine marks the task of recording
the TVOD in a complementary recording status as a failure
state.

Thereafter, the content management engine checks peri-
odically the failed tasks of recording the TVOD and deter-
mines whether to perform a TVOD mutual reconstruction
method.

In the recording method according to the embodiment of
the present invention, the recording of the program may be
failed in some of the nodes for a certain reason, while the
recording of the program is successful in the other nodes so as
to realize inter-node automatic mutual reconstruction of the
recorded program.

Before and after the process in which a core module—the
content management engine—of the IPTV system performs
switching between master and backup servers or a server of
the content management engine is restarted or upgraded in
half an hour and then is started to operate, the current task of
recording TVOD is almost not influenced and reaches a very
high success rate of recording.

After the process in which a media control unit of each
node of the IPTV system performs switching between master
and backup servers or the server of the media control unit is
restarted or upgraded in a long time and is started to operate,
a streaming server to which the media control unit belongs
can be prevented from losing the TVOD significantly.

The IPTV system usually has a plurality of streaming serv-
ers under control of the media control unit, including a
streaming server responsible for coding and decoding of
channels. If the streaming server responsible for coding and
decoding of the channels does not work, although other
streaming servers can be switched to, the switching causes
directly the TVOD not to be recorded during the switching.
However, the method for recording the program according to
the present invention can ensure that the TVOD also exists in
other streaming servers under the control of the media control
unit, and thus services demanded by users will not be influ-
enced.

In addition, when the record of the TVOD is failed or
missed in the IPTV system, the recording of the TVOD may
be completed complementarily in an allowable range of the
length of time shift of the channel, which is flexible and
convenient and greatly improves the performance service of
the IPTV system.

The implementation of the method in accordance with the
present invention is not limited to the structure of the IPTV
system described above, and is also applicable to other sys-
tem construction. Thus, the method may be applied to content
publication of digital TV and recording of TVOD.
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The above embodiments are only examples for illustrating
the method for recording a program and a multimedia system
according to the present invention, and should not be con-
strued as limitations of the present invention. Various possible
equivalent variations or replacements may be made based on
the description of the technical scheme and the preferred
example of the present invention, and all these variations or
replacements should belong to the protection scope of the
claims of the present invention.

INDUSTRIAL APPLICABILITY

Inthe recording method according to an embodiment of the
present invention, the recording of the program may be failed
in some of the nodes for a certain reason, while the recording
of'the program is successtul in the other nodes so as to realize
inter-node automatic mutual reconstruction of the recorded
program. Before and after the process in which a core mod-
ule—the content management engine—of the IPTV system
performs switching between master and backup servers or a
server of the content management engine is restarted or
upgraded in half an hour and then is started to operate, the
current task of recording TVOD is almost not influenced and
reaches a very high success rate of recording. After the pro-
cess in which a media control unit of each node of the IPTV
system performs switching between master and backup serv-
ers or the server of the media control unit is restarted or
upgraded in a long time and is started to operate, a streaming
server to which the media control unit belongs can be pre-
vented from losing the TVOD significantly. When the record
of the TVOD is failed or missed in the IPTV system, the
recording of the TVOD may be completed complementarily
in an allowable range of the length of time shift of the channel,
which is flexible and convenient and greatly improves the
performance service of the IPTV system.

What is claimed is:

1. A method for recording a program, applied to a multi-
media system of a multi-node architecture comprising a net-
work side device, the method comprising:

the network side device generating a recording task after

receiving a recording request, and sending in advance
the recording task to a node in which a channel specified
in the recording task is stored;

the node recording a program on the channel specified in

the recording task after receiving the recording task, and
returning recording result information to the network
side device;

when the node records the program, the network side

device checking periodically the recording result infor-
mation returned from the node, and sending a scheduling
task to a node in which the recording of the program is
failed if the recording result information is found to be
recording failure information; and

after receiving the scheduling task, the node in which the

recording of the program is failed, as a destination node,
scheduling from a node in which the recording of the
program is successful, as a source node, the successfully
recorded program;

said destination node determining whether a program

which is the same as the scheduled program specified in
the scheduling task is stored in the destination node and
whether a size of an error of the programs is within an
allowable range, and if yes, returning scheduling suc-
cess information to the network side device.

2. The method according to claim 1, further comprising:

when the node records the program, the network side

device checking periodically the recording result infor-
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mation returned from the node, and checking whether
there is a node in which time shift configuration for
temporary storage of programs is set for the channel if
the recording result information is found to be recording
failure information, and if yes, sending a complemen-
tary recording task to the node in which the time shift
configuration for temporary storage of the programs is
set for the channel; and

after receiving the complementary recording task, the node
in which the time shift configuration for temporary stor-
age of the programs is set for the channel determining
whether a time period of the program which is recorded
unsuccessfully is within a time range of the programs
temporarily stored by the time shift configuration in the
node, if yes, extracting a program having the same time
period as the time period of the program which is
recorded unsuccessfully from the programs temporarily
stored in the node as its recorded program, and then
returning recording success information to the network
side device.

3. The method according to claim 1, wherein the multime-
dia system is a multilevel node architecture comprising a first
level node, second level nodes and third level nodes, the first
level node is connected to a plurality of second level nodes,
and each second level node is connected to a plurality of third
level nodes,

the step of the network side device sending the scheduling

task to the node in which the recording of the program is
failed if the recording result information is found to be
the recording failure information comprises:

the network side device firstly determining whether the

program is recorded successfully in the first level node in
the recording task;

if the program is not recorded successfully in the first level

node, selecting a second level node in which the record-
ing of the program is successful as a source node to
generate a scheduling task to schedule programs from
the first level node, and send the scheduling task to the
first level node; if the program is not recorded success-
fully inthe second level node, selecting a third level node
in which the recording of the program is successful as a
source node to generate a scheduling task to schedule
programs from the first level node, and sending the
scheduling task to the first level node;

if the program is recorded successfully in the first level

node, further determining whether the program is
recorded successfully in a second level node in the
recording task; if not, selecting the first level node as a
source node to generate a scheduling task to schedule

programs from the second level node, and sending the
scheduling task to the second level node; and

if the program is recorded successfully in the second level
node in the recording task, determining whether the
program is recorded successfully in a third level node in
the recording task; if not, selecting a second level node
connected to the third level node as a source node to
generate a scheduling task to schedule programs from
the third level node, and sending the scheduling task to
the third level node.

4. The method according to claim 1, wherein after the node

receives the recording task, the method further comprises:
the node inserting the received recording task after a

recording task in a local recording task queue whose
starting time of a time period is earlier than starting time
of'a time period of the received recording task and has a
minimum time interval from the starting time of the time
period of the received recording task.
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5. A multimedia system comprising a network side device
and a plurality of nodes, wherein

the network side device is configured to generate a record-
ing task after receiving a recording request, and send in
advance the recording task to each node in which a
channel specified in the recording task is stored; and

the plurality of nodes are configured to record a program on
the channel specified in the recording task after receiv-
ing the recording task, and return recording result infor-
mation to the network side device;

the network side device is further configured to, when the
node records the program, check periodically the
recording result information returned from each node,
and send a scheduling task to a node in which the record-
ing of the program is failed if the recording result infor-
mation is found to be recording failure information; and

the node in which the recording of the program is failed, as
a destination node, is further configured to, after receiv-
ing the scheduling task, schedule from a node in which
the recording of the program is successful the success-

fully recorded program; determine whether a program
which is the same as the scheduled program specified in
the scheduling task is stored in the destination node and
whether a size of an error of the programs is within an
allowable range, and if yes, return recording success
information to the network side device.

6. The multimedia system according to claim 5, wherein
the network side device is further configured to, when each

node records the program, check periodically the
recording result information returned from the node, and
check whether there is a node in which time shift con-
figuration for temporary storage of programs is set for
the channel if the recording result information is found
to be recording failure information, and if yes, send a
complementary recording task to the node in which the
time shift configuration for temporary storage of the
programs is set for the channel; and

the node in which the time shift configuration for tempo-

rary storage of the programs is set for the channel is
further configured to, after receiving the complementary
recording task, determine whether a time period of the
program which is recorded unsuccessfully is within a
time range of the programs temporarily stored by the
time shift configuration in the node, if yes, extract a
program having the same time period as the time period
of the program which is recorded unsuccessfully from
the programs temporarily stored in the node as its
recorded program, and then return recording success
information to the network side device.

7. The multimedia system according to claim 5, wherein
the multimedia system is a multilevel node architecture com-
prising a first level node, second level nodes and third level
nodes, the first level node is connected to a plurality of second
level nodes, and each second level node is connected to a
plurality of third level nodes,

the network side device is configured to, if the recording

result information is found to be the recording failure
information, send the scheduling task to the node in
which the recording of the program is failed by:

firstly determining whether the program is recorded suc-

cessfully in the first level node in the recording task;

if the program is not recorded successfully in the first level

node, selecting a second level node in which the record-
ing of the program is successful as a source node to
generate a scheduling task to schedule programs from
the first level node, and send the scheduling task to the
first level node; if the program is not recorded success-
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fully inthe second level node, selecting a third level node each of'the plurality of nodes comprises a media control unit
in which the recording of the program is successful as a and a plurality of streaming servers controlled by the media
source node to generate a scheduling task to schedule control unit;
programs from the first level node, and sending the the media control unit is configured to send the recording
scheduling task to the first level node; 5 task to streaming servers storing the channel specified in
if the program is recorded successfully in the first level the recording task after receiving the recording task sent

by the content management engine, and send the record-
ing result information sent from the streaming servers to
the content management engine after receiving the
10 recording result information; and
streaming servers storing the channel specified in the
recording task are configured to record the program on
the channel specified in the recording task after receiv-
ing the recording task, and return the recording result
15 information to the media control unit.
9. The multimedia system according to claim 8, wherein
the media control unit is further configured to send the

generate a scheduling task to schedule programs from recording task to a streaming server with a minimum

the third level node, and sending the scheduling task to load if therf: are mote than two. contr.olled stream%ng
the third level node. 20 servers storing the channel specified in the recording

task.

node, further determining whether the program is
recorded successfully in a second level node in the
recording task; if not, selecting the first level node as a
source node to generate a scheduling task to schedule
programs from the second level node, and sending the
scheduling task to the second level node; and

if the program is recorded successfully in the second level
node in the recording task, determining whether the
program is recorded successfully in a third level node in
the recording task; if not, selecting a second level node
connected to the third level node as a source node to

8. The multimedia system according to claim 5, wherein
the network side device is a content management engine, and ¥ % % % %



